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@ schedmd offers exhaustive documentation how to use SLURM: http://slurm.schedmd.com/. We have just collected a few examples below.

Maxwell useful commands provides a short list of commands which might become handy.

General remarks

Currently all nodes are configured as non-shared resources. A job will have exclusive access to the resources requested, and it's up to the job to
consume all CPU-cores or a subset of it, using mpi, p-threads or forking processes and so on. It consequently doesn't make sense to use the --ntasks
or --cpus_per_task setting. Also try to avoid using specific hostnames; there is no advantage and tends to be counter-productive. All you need to
specify are the partition, the runtime of your job and the number of nodes:

#SBATCH - - partition=maxwel | # this is the default partition.

#SBATCH - - ti ne=00: 10: 00 # default is 1h. The maxinmumis partition dependent, have a | ook at sview or
scontrol for details.

#SBATCH - - nodes=1 # Nunber of nodes. If your job can consunme variable nunber of nodes you

m ght want to use something |ike

#SBATCH - - nodes=2-6 # which requests a mninumof 2 and a maxi mum of 6 nodes.

See the FAQ and the schedmd documentation for more details. To get a quick overview on a commands syntax use the man pages (available on any
of the slurm login nodes): man <command>. You will most likely need not more than a handful of commands, like salloc, sbatch, scancel, scontrol,
sinfo and possibly sview for a gui,

Running Jobs in Batch

simple batch job using wrap option to launch command

# sinple job which prints hostnane
[ @rex-wgs ~]$ sbatch --wap hostnanme
Submitted batch job 1516

[@rex-wgs ~]$ Is
sl um 1516. out

[ @ax-wgs ~]$ cat slurm 1516. out
max- wgs. desy. de


https://confluence.desy.de/display/IS/Maxwell+FAQ
http://slurm.schedmd.com/documentation.html
http://slurm.schedmd.com/
https://confluence.desy.de/display/IS/Maxwell+useful+commands

batch script submission using command line options

# sinple job which prints hostnane

[ @ax-wgs ~]$ cat hostname. sh

#!'/ bi n/ bash

#SBATCH --partiti on=maxwel |

#SBATCH - -ti ne=00: 10: 00

#SBATCH - - nodes=1

#SBATCH --chdir / home/ must er/ sl ur n1 out put
#SBATCH - -j ob-nanme host nane

#SBATCH - - out put host nanme- ¥\ % . out
#SBATCH - -error host name- %N % . err
#SBATCH - -mai | -t ype END

#SBATCH - - nai | -user max. nust er @lesy. de
to <userid@mil.desy.de> if none is set.

/ bi n/ host nane

# submt to batch queue for one node with one task
# requesting 10 mins of wall tinme

[ @rax-wgs ~] $ sbatch hostnane. sh

Submitted batch job 2163

[@ax-wgs ~]$ Is
host nanme. sh sl urm 2163. out

[ @ax-wgs ~]$ cat slurm 2163. out
max- wn004. desy. de

[ @rex-wgs ~]$ scontrol show job 2163

Jobl d=2163 JobNane=host name
User | d=mmust er (1234) G oupl d=cf el (3512)
Priority=5001 Ni ce=0 Account=cfel QOS=cfel
JobSt at e=COVPLETED Reason=None Dependency=(nul |
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)

Maxi mum ti ne requested
Nunber of nodes
directory nust already exist!

File to which STDOUT will be witten

File to which STDERR will be witten

Type of emmil notification- BEG N, END, FAI L, ALL

Email to which notifications will be sent. It defaults

Requeue=1 Restarts=0 Bat chFl ag=1 Reboot=0 Exit Code=0:0
RunTi me=00: 00: 01 Ti neLi mi t=00: 10: 00 Ti neM n=N A
Subnmi t Ti me=2016- 01- 20T14: 50: 17 Eli gi bl eTi me=2016- 01- 20T14: 50: 17
Start Ti me=2016- 01- 20T14: 50: 17 EndTi ne=2016- 01- 20T14: 50: 18

Pr eenpt Ti me=None SuspendTi ne=None SecsPr eSuspend=0

Partition=cfel AllocNode: Sid=nmax-cfel 001: 1345
ReqNodeLi st =(nul | ) ExcNodeLi st=(null)

NodelLi st =max- cf el 004

Bat chHost =max- cf el 004

NumNodes=1 NunCPUs=64 CPUs/ Task=1 ReqgB: S: C: T=0: 0: *: *

TRES=cpu=64, node=1

Socks/ Node=* Nt asksPerN: B: S: C=0: 0: *: * Cor eSpec=
M nCPUsNode=1 M nMenor yNode=0 M nTnpDi skNode=0
Features=(null) Ges=(null) Reservation=(null)

*

Shar ed=0 Conti guous=0 Licenses=(null) Network=(null)

Conmmand=/ home/ nmrust er / sl ur m host nane. sh
Wor kDi r =/ hone/ mrust er/ sl ur nf out put

St dEr r =/ home/ mmust er / sl ur ni out put / host nane- %\- 2163. err

St dl n=/ dev/ nul |

St dQut =/ home/ mrust er / sl ur nf out put / host name- %\ 2163. out

Power = SI CP=0

Testing Jobs

You can test in advance if the resources requested by your job are available at all, and when the job is expected to start. For example



# request a single node without particular specs

[ @rax-wgs001 ~]$ sbatch --test-only ny-app.sh # --test-only indicates a dry-run. It won't submt the job
sbatch: Job 1652551 to start at 2019-01-20T09: 29: 06 using 32 processors on nodes max-wn004 in partition
maxwel |

# request a V100 GPU

[ @rax-wgs001 ~]$ sbatch --constraint=V100 --test-only ny-app.sh

sbatch: Job 1652553 to start at 2019-01-20T09: 29: 26 using 40 processors on nodes nmax-wng019 in partition
maxwel |

# request 2 V100 GPUs in a single node, which is an invalid constraint
[ @rax-wgs001 ~] $ sbatch --constraint="GPUx2&Vv100" --test-only ny-app.sh
al l ocation failure: Requested node configuration is not available

# ask for a P100 OR V100 in one of the partitions:

[ @rax-wgs001 ~]$ sbatch --partition="all, petra4, upex" --constraint="V100| P100" --test-only ny-app.sh
sbatch: Job 1652560 to start at 2019-01-18T11:34:15 using 40 processors on nodes max-exfl g006 in partition
upex

# havi ng neither perm ssion to use petra4 or upex ny job nmust be running in the all partition.

# --test-only does not validate the partition proposed. Make sure to specify only partitions usable for
your account.

# to verify:
[ @rax-wgs001 ~]$ sbatch --partition="all, petra4, upex" --constraint="V100| P100" ny-app.sh
Subnitted batch job 1652561
[ schl uenz@rax-wgs001 ~] $ sacct -j 1652561
Jobl D JobNanme Partition Account Al | ocCPUS State Exit Code

1652561 ny-app. sh al | it 40 COWPLETED 0:0
# as expected running in all partition.

Running Jobs Interactively

You can make an interactive reservation using salloc:

[ @ax-wgs ~]$ salloc -N 4 --partition=maxwel | # allocate 4 nodes on partition naxwell. See
"Groups & Partitions" for nore information
salloc: Granted job allocation 214

[ @ax-wgs ~]$ scontrol show -d job 214 # show what you've got
NodelLi st =max- wn[ 003- 006]
Bat chHost =max-wn003
NunmNodes=4 NuntTPUs=256 CPUs/ Task=1 ReqB: S: C. T=0: 0: *: *

# while your allocation is active you can run for exanple an MPl-job interactively.

# But you can also login to one of the allocated nodes:

[ @rax-wgs ~]$ max-wn003

[ @rax-wn003 ~]$ nmpirun ...

[ @rax-wn003 ~] $ exit # termnate the ssh session. It does NOT rel ease the allocation!

# remenber to rel ease the allocation once done!
[ @ax-wgs ~]$ exit

exit

sal l oc: Relinquishing job allocation 214
salloc: Job allocation 214 has been revoked.

salloc spawns a shell and sets the SLURM specific environment. As long as the shell is active (and the time-limit not exceeded), the resources are
allocated. Leaving the shell returns the resources to the pool.

Running graphical applications interactively



[@rex-wgs ~]$ salloc -N 1 --partition=maxwel |
salloc: Granted job allocation 214

[ @max-wgs ~]$ ssh -t -Y $SLURM JOB_NCDELI ST mat| ab_R2018a # this will work on nax-wgs,
but crash on max-di spl ay!
[ @rex-wgs ~]$ ssh -t -Y $SLURM JOB_NODELI ST mat | ab_R2018a - sof t war eopengl # this will always work

# you could wite a small wapper named $HOVE/ bin/s:

#!/ bi n/ bash

if [[ "x$SLURM JOB_NODELI ST" !'= "x" ]]:; then
ssh -t -Y $SLURM JOB_NODELI ST "$@

el se

echo "salloc -N 1 before using s!"
fi

[ @ax-wgs ~]$ s matl ab_R2018a - sof t war eopengl

# remenber to rel ease the allocation once done!
[ @ax-wgs ~]$ exit

exit

sal l oc: Relinquishing job allocation 214
salloc: Job allocation 214 has been revoked.

Controlling Jobs

scancel <jobi d>

scancel -u <usernane>

scancel -t PENDI NG -u <user nane>
scancel --name nyJobNane
scontrol hold <jobid>

scontrol resume <jobid>

scontrol requeue <jobid>

cancel a job

cancel all the jobs for a user

cancel all the pending jobs for a user
cancel one or nore jobs by nane

pause a particular job

resume a particular job

requeue (cancel and rerun) a particular job

H O O R H H R

Job Information

To get a quick overview about jobs, partitions and so on, slurm provides a tool sview:

how to cancel a job

[@ax-wgs ~]$ sview &

By default it will only show partitions you are entitled to submit jobs to, and consequently only jobs running in these partitions. To view all jobs on all
partitions enable under Options: Show Hidden.



squeue -u <username> # List all current jobs for a
user

squeue -u <usernane> -t RUNNI NG # List all running jobs for a
user

squeue -u <usernane> -t PENDI NG # List all pending jobs for a
user

squeue -u <usernane> -p maxwel | # List all current jobs in the
maxwel | partition for a user

scontrol show jobid -dd <jobid> # List detailed information
for a job (useful for troubl eshooting)

scontrol update jobid=<jobid> partition=maxwel|l NunmNodes=6 # update a (pending) job for

exanpl e by setting the nunber of nodes conpliant with partition-lints

# Once your job has conpleted, you can get additional information that was not avail able during the run.
This includes run tine, nenory used, etc.

sacct -j <jobid> --format=Jobl D, JobNarme, MaxRSS, El apsed # To get statistics on
conpl eted jobs by joblD:
sacct -u <usernane> --format=Jobl D, JobNane, MaxRSS, El apsed # To view the sane information

for all jobs of a user

[ @rex-wgs ~]$ sstat --format =AveCPU, AvePages, AveRSS, AveVMSi ze, Jobl D -j 1652579 # some stats about running
job like nenory consunption.
AveCPU  AvePages AveRSS AveVMsi ze Jobl D

00: 00. 000 0 1469K 27840K 1652579.0

# /software/tool s/bin/slurmis a convenient tool to extract queue and job information
[ @ax-wgs ~]$ nodul e | oad maxwel | tools

[ @ax-wgs ~]$ slurm

Show or watch job queue:

sl urm [wat ch] queue show own j obs

slurm [watch] q <user> show user's jobs

slurm [wat ch] quick show qui ck overvi ew of own jobs

slurm [watch] shorter sort and conpact entire queue by job size
slurm [watch] short sort and conpact entire queue by priority
slurm [watch] full show everything

slurm[w [q]qq|ss|s|f] shorthands for above!

sl urm qos show j ob service cl asses
slurmtop [queue|all] show sunmary of active users

Show detail ed i nformation about jobs:
slurmprio [all]|short] show priority conponents
slurmj|job <jobid> show everything el se
sl urm st eps <j obi d> show nenory usage of running srun job steps

Show usage and fair-share val ues from accounting dat abase:
slurm h| history <tine> show jobs finished since, e.g. "lday" (default)

sl urm shar es

Show nodes and resources in the cluster:

slurmp| partitions all partitions

sl ur m n| nodes all cluster nodes

slurmc| cpus total cpu cores in use

slurmcpus <partition> cores available to partition, allocated and free
sl urm cpus jobs cores/ nenory reserved by running jobs

sl urm cpus queue cores/nenory required by pending jobs

slurm features Li st features and GRES

slurm brief_features List features with node counts

slurmmatrix_features Li st possible conbinations of features with node counts

# exanpl e: show j obs

slurmq

JOBI D PARTI TI ON NAMVE TI ME START_TI ME STATE NODELI ST( REASON)

1599696 maxwel | testl 0: 00 N A PENDI NG (QOSMaxJobsPer UserLim t)
1599695 maxwel | test2 0: 00 N A PENDI NG ( Q0SMaxJobsPer User Li mit)
1599689 maxwel | test3 3:53: 05 2019- 01-18T08: 02 RUNNI NG max-wn[ 017, 026] , max- wna
[ 022-025]

# slurmw q woul d continously update the view on your jobs



Resources

Requesting specific resources can largely be done using constraints. A full list of available constraints can be found on the hardware page and
combination of constraints page. Supported constraints are

#SBATCH - - constrai nt =AMD
#SBATCH - - constrai nt =GPU
#SBATCH - - constrai nt =" GPUx1&Vv100" request a node with exactly one NvID A V100 GPU.

#SBATCH - - constrai nt =I NTEL request intel nodes.

#SBATCH - - constrai nt ="1 NTEL&V3" # request intel nodes with v3 CPUs (haswell). V2 (lvyBridge) are still
in use on the GPU nodes. v4 (Broadwell) will conme soon.

#SBATCH - - constrai nt ="[ AMD| | NTEL] " # request either N*INTEL or N*AMD nodes. nodes will be uniform
Wthout [] any conbination of I NTEL and AVMD nodes is being requested.

request AMD-nodes, the fornmer it-hpc-nodes.
request nodes wth GPUs.

H*H H H R

Environment

[ @ax-wgs001 ~]$ salloc -N 1 -J test # request a single node in the default
partition

salloc: Granted job allocation
3327

salloc: Wiiting for resource
configuration

sal l oc: Nodes max-wn007 are ready for job # the host(s) allocated. You can ssh into the node, even from
a different host (e.g. your wi ndows pc)

[ @rax-wgs001 ~]$ env | grep SLURM # show envi r onnent
SLURM SUBM T_DI R=/ hon®e/ schl uen

SLURM_SUBM T_HOST=nax- wgs001. desy. de

SLURM JOB_| D=3327

SLURM JOB_NAME=t est

SLURM JOB_NUM NODES=1

SLURM JOB_NODELI ST=max- wn007

SLURM NODE_ALI ASES=(nul |)

SLURM JOB_PARTI TI ON=maxwel |

SLURM JOB_CPUS_PER_NODE=32

SLURM JOBI D=3327

SLURM_NNODES=1

SLURM _NCDELI ST=nmax-wn007

SLURM TASKS_PER NODE=32

SLURM CLUSTER_NAME=maxwel |

[ max-wgs001 ~] $ exit # return resources
exit

sal l oc: Relinquishing job allocation 3327

salloc: Job allocation 3327 has been revoked.

The list of nodes is actually represented as a range. If you need a regular hostlist a scriplet like (see https://rc.fas.harvard.edu/resources/running-jobs/)

#!/ bi n/ bash
host | i st=$(scontrol show hostname $SLURM JOB_NODELI ST)
rm-f hosts

for f in $hostlist

do

echo $f':64'" >> hosts
done

should do. Now you can use the 256 cores in an mpi job:

[ @ax-wgs ~]$ npirun -n 256 hel | o- npi # woul d give you 256 lines of "Hello world" back

Hello world from processor nex-wn005. desy.de, rank 165 out of 256 processors

Hello world from processor nmax-wn004. desy.de, rank 124 out of 256 processors

# Note: since npirun knows about the slurmallocation it will use the allocated hosts, not the |ocal host!


https://confluence.desy.de/display/IS/Maxwell+Hardware
https://confluence.desy.de/display/IS/Combination+of+Constraints
https://confluence.desy.de/display/IS/Combination+of+Constraints
https://rc.fas.harvard.edu/resources/running-jobs/

OpenMPI would know about the hosts to use. However, running an application like mathematica interactively would still use the WGS you initially
used to make the allocation with salloc; but while your allocation is valid, you can connect to any host allocated with ssh and run for example
mathematica kernels across the nodes allocated.

Making advance reservations

Advance reservation is currently not possible for users.

Jobs with Dependencies

Jobs can be chained in a way that one jobs doesn't start before a set of jobs hasn't reached a particular state. Most commonly is probably to start a
jobs only after some other job has finished:

[ @ax-wgs ~]$ sbatch --dependency=afterok: 1234: 1235 depl.sh # start depl.sh only after jobs with jobid
1234 and 1235 have fini shed successfully.

[ @ax-wgs ~]$ sbatch --dependency=si ngl eton --job-nane=singl eton singl eton.sh # start this job only
after all jobs with the same job-nanme have finished.

# nmakes sure that only a
single job of this name can run at a tinme (for a particul ar user)

Array Jobs

Array jobs allow to launch a set of identical, indexed jobs. Lets assume you want to process 10 images with identical environment:

# array-job.sh

#!/ bi n/ bash
#SBATCH --tinme 0-00: 01: 00
#SBATCH - - nodes 1

#SBATCH --partition all

#SBATCH --array 1-10

#SBATCH - -j ob-nanme job-array

#SBATCH - - out put array- %A %a. out

export LD PRELOAD=""

source /etc/profile.d/ nmodul es. sh

echo "SLURM JOB_| D $SLURM JOB_| D"

echo "SLURM ARRAY_JOB_I D $SLURM ARRAY_JOB_| D"
echo " SLURM ARRAY_TASK_I D $SLURM_ARRAY_TASK | D'
echo " SLURM ARRAY_TASK_COUNT $SLURM ARRAY_TASK_COUNT"
echo "SLURM ARRAY_TASK MAX  $SLURM ARRAY_TASK_MAX"
echo "SLURM ARRAY_TASK M N  $SLURM ARRAY_TASK M N

process image_${ SLURM ARRAY_TASK | D}.tif

[ @rax-wgs ~]$ sbatch array-job. sh
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